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ABSTRACT: Two-dimensional (2D) supramolecular self-
assembly at liquid−solid interfaces is a thermodynamically
complex process producing a variety of structures. The
formation of multiple network morphologies from the same
molecular building blocks is a common occurrence. We use
scanning tunnelling microscopy (STM) to investigate a
structural phase transition between a densely packed and a
porous phase of an alkylated dehydrobenzo[12]annulene
(DBA) derivative physisorbed at a solvent−graphite interface.
The influence of temperature and concentration are studied
and the results combined using a thermodynamic model to
measure enthalpy and entropy changes associated with the transition. These experimental results are compared to corresponding
values obtained from simulations and theoretical calculations. This comparison highlights the importance of considering the
solvent when modeling porous self-assembled networks. The results also demonstrate the power of using structural phase
transitions to study the thermodynamics of these systems and will have implications for the development of predictive models for
2D self-assembly.

■ INTRODUCTION

Supramolecular self-assembly at liquid−solid interfaces produ-
ces numerous two-dimensional (2D) architectures1−3 with
potential applications in nanotechnology, guest molecule
adsorption,4−8 chiral ordering/induction,9−11 2D polymers,12,13

molecular electronics,14,15 and functional materials.16−18 To
properly implement these applications, control over network
morphology is required. This control is often obtained using a
qualitative knowledge of which morphology is produced for a
particular system, followed by stepwise variations of molecular
structure and system parameters. While effective, this process is
complex and time-consuming. The ability to accurately predict
the thermodynamic equilibrium structure for a particular
system would be a great advantage. Such prediction is difficult
because even simple systems consisting of a combination of a
single network molecule and a solvent often display more than
one phase of 2D packing when deposited on a surface.19−39

Structures can be true polymorphs, the same components
combining in different 2D crystal structures, or structural
phases with varying levels of solvent coadsorption or different
ratios of components for multicomponent systems. Which
structure is observed depends on the solvent,19−21 sub-
strate,22,23 concentration,24−29 temperature,30−37 and for multi-
component systems the ratios of the different components.38,39

The thermodynamic equilibrium for self-assembly represents
a balance of the enthalpy gained during formation against the

entropic cost of constraining the molecules. Molecular
simulations are widely employed to estimate enthalpy values
for 2D self-assembly.5,7,10,14,22,23,31,33,38 Estimated values for
entropy changes associated with self-assembly are less common
and can be obtained using molecular modeling40,41 or by
theoretical calculations.31,42,43 Methods used for estimating
enthalpy and entropy values are often forced to simplify
molecular systems, a common example being simulations that
ignore the presence of substrate or solvent to reduce
computation time. It is vital that the required level of detail
is used in simulations to produce accurate results. The only way
to check the accuracy of such simulations is to develop
experimental methods to measure enthalpy and entropy values
that can be directly compared to modeled results.
Systems with multiple structural phases provide an ideal

testing ground for thermodynamic models of 2D self-assembly
as they often display transitions between phases in response to
changes in system parameters.28,29,31,38,44 Transitions can be
tracked using STM, and several examples of simple
thermodynamic models have been developed to describe such
systems.24,28,29,31,38 Lei et al.28 put forward a model for a
transition between high density and low density phases in
response to reducing concentration. In later work, Bellec et al.29
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expanded this model to include the effect of domain size and
discuss the importance of kinetic effects and thermal history.
Despite the number of studies of self-assembly at the liquid−
solid interface, there have been relatively few that investigate
the effect of temperature.30−37,44−47 One of the most
important31 detailed a reversible transition between porous
and densely packed phases where the porous phase was
stabilized at low temperatures by coadsorbed solvent molecules.
However, no previous study has used such a transition to
measure enthalpy or entropy changes associated with 2D self-
assembly.
We describe a reversible transition between two phases of a

monocomponent molecular system. STM was used to collect
submolecular resolution images at a liquid−solid interface and,
to our knowledge, provide the first detailed investigation of the
temperature−concentration phase space for a structural
transition in a 2D self-assembled network. Furthermore, STM
results were combined with a thermodynamic model of the
transition in an unprecedented way to produce experimentally
measured values for enthalpy and entropy changes associated
with this type of 2D structural transition. These experimentally
derived thermodynamic values were compared to similar results
obtained from molecular mechanics (MM) simulations and
theoretical calculations. Reasonable agreement between experi-
ment and simulation is obtained for both enthalpy and entropy
values when coadsorbed solvent molecules are included in the
MM simulations. In addition to simply including coadsorbed
solvent molecules solvation effects need to be incorporated into
any thermodynamic model. The degree to which molecular
motion is restricted following self-assembly, and hence the
change in entropy, are also of key importance. These results go

beyond the investigation of a single combination of molecule,
substrate, and solvent by showcasing ideas and methodologies
that are generally applicable to a broad range of molecular
systems and are important for the future study and application
of 2D molecular self-assembly. They demonstrate the power of
using structural phase transitions to probe the thermodynamics
of 2D self-assembly, and they highlight the importance of
entropy changes that accompany the formation of ordered 2D
molecular networks.
The molecular system discussed here consists of alkylated

dehydrobenzo[12]annulene (DBA) physisorbed at the liquid−
solid interface between 1,2,4-trichlorobenzene (TCB) and
highly oriented pyrolytic graphite (HOPG). Each DBA
molecule consists of a triangular aromatic core functionalized
with six alkoxy chains (see Figure 1a). DBA self-assembly has
previously been studied with STM at the liquid−solid
interface.28,48 DBA networks are stabilized through van der
Waals interactions between interdigitated alkoxy chains on
adjacent molecules (Figure 1b). DBAs can form two distinct
structures:28 a high density linear phase in which 50% of the
DBA molecules have one alkoxy chain desorbed from the
surface and 50% have two chains desorbed (Figure 1c); and a
low density porous phase in which all six chains are adsorbed
and the DBA forms an array of hexagonal nanopores (Figure
1d). Both structures are described in detail in the Supporting
Information.

■ EXPERIMENTAL SECTION
All STM experiments were performed using a PicoSPM (Agilent)
system operating in constant-current mode with the tip immersed in
the supernatant liquid. STM tips were prepared by mechanical cutting
of Pt/Ir wire (80%/20%, diameter 0.25 mm). Substrates consisted of

Figure 1. Chemical structure of DBA-OC16 and molecular models for the porous and linear phases. (a) Chemical structure of DBA-OC16. (b)
Molecular model showing interdigitation of alkoxy chains between adjacent DBA-OC16 molecules. (c) Molecular model of the linear phase for
DBA-OC16. The linear phase consists of rows of closely packed DBA-OC16 molecules. Alternate rows of DBA molecules have four and five of their
six alkoxy chains adsorbed on the surface. For clarity, only the adsorbed alkoxy chains are included in the structure. For the DBA molecules with five
of their six chains adsorbed on the surface, four of the chains adopt a standard interdigitation pattern, as shown in (b), while the fifth chain adopts a
bent configuration so that most of its length can lie parallel to other adsorbed chains. The dashed circles mark the locations of desorbed alkoxy
chains, orange for the DBA with two desorbed chains and purple for the DBA with one desorbed chain. (d) Molecular model of the porous phase for
DBA-OC16. Each DBA molecule has all six of its alkoxy chains adsorbed on the surface and interdigitated with chains from adjacent DBA molecules
forming a network of hexagonal nanopores.
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HOPG (grade ZYB, Advanced Ceramics Inc., Cleveland, OH). 1,2,4-
Trichlorobenezene (TCB, Sigma-Aldrich, 99%) was used as solvent
without further purification. A dehydrobenzo[12]annulenes (DBA)
derivative with alkoxy chains consisting of 16 carbons (DBA-OC16)
was synthesized according to previously reported methods.28,48 A
stock solution with concentration of 5.75 × 10−4 mol/L was produced
by weighing out 3 mg of solid and dissolving in 3 mL of TCB. The
error in weighing was assumed to be that of the weighing scales (±0.5
mg) giving a relative error of ±17%. This stock solution was then
diluted to give a range of the concentrations down to 4.60 × 10−6

mol/L. Because of the accuracy of using weighing scales to determine
quantities of solution and additional solvent, the dilution steps did not
significantly increase the error and a relative error value of ±17% was
used for all subsequent concentrations.
Immediately prior to use, HOPG substrates were freshly cleaved

using adhesive tape. The HOPG substrate was then placed onto an in
situ temperature control stage, which consisted of a copper base plate
with an inbuilt resistive heating element and thermocouple. The
temperature of the heating stage was controlled via a feedback loop
using a Lakeshore model 331 temperature controller. This arrange-
ment provides an accessible temperature range from room temper-
ature to ∼80 °C (353 K). At temperatures greater than this, the
thermal instability of the system and the rate of solvent evaporation
became too large to obtain good quality STM images. A liquid cell
constructed of PTFE was used to hold ∼50 μL of the desired solution
on the HOPG substrate.
For sequential heating experiments, all depositions were carried out

with the solution and substrate held at room temperature. Following
deposition, different temperatures were investigated by heating/
cooling the system with the DBA solution in place. After STM
images had been collected at a particular temperature, the STM tip was
retracted 50 μm from the surface and the temperature raised/lowered
to the next desired value at a rate of 10 °C/min. Once at the target
temperature, the sample was allowed to settle for 2 min before the tip
was re-engaged and scanning recommenced. In some cases, both
heating and cooling data were obtained; however, in the majority of
experiments, only heating data from room temperature to 80 °C (353
K) were collected. For individual temperature experiments, both the
bare HOPG substrate and the solution were preheated to the desired
temperature prior to deposition. Following STM imaging, the solution
was removed and the HOPG substrate and the liquid cell cleaned and

the HOPG substrate freshly cleaved before repeating the experiment
for a different temperature with fresh solution. To minimize the
influence of solvent evaporation, a fixed time of 20 min was spent
imaging at each temperature for the sequential heating experiments
and 60 min at each temperature for the individual temperature
experiments. This restriction on the time spent collecting images at
each temperature meant that for some temperatures only a single
image of adequate resolution was collected, while for other
temperatures several images were obtained.

The fractional coverage of porous phase at each temperature was
calculated by collecting as many STM images as possible within the
allotted time. These images were collected at different locations across
the sample surface to obtain a statistically reliable sample of the
network structure. The porous phase was defined as any region of
DBA network that consisted of a complete hexagonal pore. These
regions were marked on the images by hand in a graphical software
package, and the fractional coverage of porous phase was calculated for
the resulting binary images. A value of the fractional coverage of
porous phase for each temperature was then calculated by taking an
average of the values from each image collected at that temperature.
The error in the fractional coverage at each temperature was assigned
as the standard deviation of these values unless only a single image had
been obtained for a particular temperature, in which case an error
value of ±0.1 was used as this was approximately the average of the
combined error values.

■ RESULTS AND DISCUSSION

Figure 2a−f shows a set of typical STM images for a sequential
heating experiment where a DBA-OC16 solution (5.8 × 10−4

mol/L) was deposited at 22 °C (295 K) and the temperature
was increased in steps up to 80 °C (353 K) and then allowed to
cool to 30 °C (303 K). At 22 °C (295 K), the network forms
predominantly the linear phase with many small domains 5−20
nm in size and a high density of packing defects and domain
boundaries (Figure 2a). On heating to 60 °C (333 K) (Figure
2c), domain size has increased to between 50 and 200 nm. This
domain coarsening is reminiscent of 2D Ostwald ripening
where systems evolve to minimize energetically unfavorable
domain boundaries. Similar results were described by Bellec et

Figure 2. A set of typical STM images for a sequential heating experiment using a DBA-OC16 solution in TCB with a concentration of 5.8 × 10−4

mol/L. (a) Initial deposition of solution was carried out with the substrate and solution held at 22 °C (295 K). The temperature was then raised in
10 °C steps with STM images collected at each temperature. Images are shown for temperatures of 40 °C (313 K) (b), 60 °C (333 K) (c), 70 °C
(343 K) (d), and 80 °C (353 K) (e). The system was then allowed to cool naturally to 30 °C (303 K) and imaged (f). The insets to (d) and (e)
display enlarged regions of the DBA network at these temperatures. Scale bars: (a−c) 16 nm; (d−f) 20 nm; (d,e insets) 4 nm. The STM images were
collected using tunneling set points between 20 and 50 pA and a tip bias of +1.2 V.
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al.29 for a similar molecule and have been reported for various
2D supramolecular networks.49,50

At ∼70 °C (343 K) (Figure 2d), a structural rearrangement
begins as lines of porous phase, one hexagonal pore in width,
grow within domains of the linear phase. The inset to Figure 2d
shows a high-resolution image of one of these structures.
Following an increase in temperature to 80 °C (353 K), the
network undergoes a complete transition to the porous phase
(Figure 2e). The resulting porous structure is highly ordered
with domain boundaries only observed at HOPG steps. The
system was allowed to cool naturally to 30 °C (303 K) where it
underwent a transition back to the linear phase (Figure 2f). By
repeating cycles of heating and cooling, it was possible to cross
this transition multiple times.
Bellec et al.29 highlighted the role played by kinetic effects in

2D molecular self-assembly and the importance of controlling a
system’s thermal history. To investigate kinetic effects in the
DBA networks, individual temperature experiments were
carried out. DBA-OC16 solutions (1.15 × 10−4 mol/L) were
preheated to a desired temperature and deposited on a
substrate held at the same temperature. The samples were
then imaged to ascertain the fractional coverage of porous
phase. This was repeated for temperatures from room
temperature to 65 °C (338 K). The variation of fractional
coverage of porous phase with temperature for the individual
temperature experiments and the sequential heating experiment
displayed in Figure 2 are both presented in Figure 3a.
Despite the fact that the two experimental data sets

underwent different periods of time spent at different
temperatures (see methods section and Supporting Information
for details), we are able to make a qualitative comparison
between them. At low temperatures in the sequential heating
experiments, the surface is almost completely covered by the
linear phase. With increasing temperature, this situation
continues unchanged until a sharp transition to the porous
phase is observed at the transition temperature. In comparison,
for the individual temperature experiments, the fraction of the

surface covered by porous phase increases gradually with
increasing temperature from room temperature upward.
Closer inspection of STM images from the individual

temperatures experiments shows that at temperatures below
the transition temperature in the sequential heating experi-
ments, ∼64 °C (∼337 K), porous domains continue to evolve
during scanning. Figure 3b shows consecutive STM images of
the same surface area for the individual temperatures
experiment at 50 °C (∼323 K). The network structure locally
rearranges between images; several examples of this rearrange-
ment are marked in Figure 3. A similar set of consecutive STM
images obtained at 55 °C (328 K) is given in the Supporting
Information. Each observed rearrangement of the network
proceeds in the same direction, porous to linear. This gradual
rearrangement of the porous phase in the individual temper-
ature experiments suggests that it is a kinetically trapped
structure. When deposition is carried out at elevated temper-
atures, but still below the transition temperature as seen in the
sequential heating experiments, the growth of the porous phase
is favored despite it not being the equilibrium structure. Once
the network is fully formed, the porous phase becomes
kinetically trapped and slowly restructures into the linear
phase. These results mirror those of Bellec et al.29 who showed
that increased temperature during deposition favored the
formation of a porous phase and led to the formation of
kinetically trapped structures. These results give us confidence
that the linear phase observed below the transition temperature
in the sequential heating experiments is an equilibrium
structure. In turn, this suggests that the porous phase formed
by raising the temperature above the transition temperature is
also an equilibrium structure. Given that we have a transition
between two equilibrium structures, we can use thermody-
namics to model this process.
To investigate the influence of concentration, sequential

heating experiments were performed for DBA-OC16 concen-
trations between 2.30 × 10−5 and 2.87 × 10−4 mol/L. Some of
the results for these experiments are shown in Figure 4a along

Figure 3. The influence of thermal history on the linear-to-porous transition. (a) Fractional coverage of porous phase as a function of temperature
for DBA-OC16 in TCB (1.15 × 10−4 mol/L) for the individual temperature and sequential heating experiments. Sigmoidal fits are included for both
data sets. (b) Consecutive STM images (top image acquired first) of the same surface area. The images were acquired at 50 °C (323 K) in the
individual temperature experiment. The time elapsed between completion of the two images was ∼2.5 min. The color coded boxes mark regions
where the DBA network has rearranged between images. STM scale bars are 20 nm, and the images were collected using a tunneling set point of 40
pA and a tip bias of +0.65 V.
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with sigmoidal fits to the data. Complete experimental data can
be found in the Supporting Information. Sigmoid curves were
fitted with their upper bound constrained at 1 and the lower
bound free, mimicking a transition between a partial coverage
of linear phase and a complete coverage of porous phase.
Lowering the concentration makes the transition more

gradual and shifts it to lower temperatures. A previously
developed model for linear-to-porous transitions in a DBA
network was based on a system under thermodynamic control
where molecules in the two phases are in equilibrium with
molecules in solution.28 This model treated molecules as
noninteracting and predicted a gradual transition between the
linear and porous phases with decreasing concentration. An
expansion of this model29 included interactions between
molecules by taking into account the domain size. This
improved model predicted a sharp transition due to the
entropic cost of forming ordered domains as opposed to
noninteracting molecules in random orientations. For domain

sizes equivalent to those seen experimentally, the transition
becomes step-like, occurring at a single critical concentration
(C0). The coexistence of linear and porous phases away from
C0 was attributed to kinetic trapping. By careful control over
the thermal history, this sharp transition was demonstrated
experimentally.29

At C0 the change in free energy going from a unit area of
linear to a unit area of porous phase is equal to zero. This can
be used to derive an expression for C0, eq 1. This equation is
conceptually similar to the thermodynamic model described by
Bellec et al.29 with the addition of an explicit term to model the
entropy loss associated with the coadsorption of solvent
molecules. A detailed derivation of eq 1 is given in the
Supporting Information.
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where ΔHlin
0 and ΔHpor

0 are the enthalpy changes per DBA
molecule for desorption from the surface in, respectively, the
linear and porous phases. These enthalpy values include all of
the different interactions within the network: molecule−
substrate, molecule−molecule, and molecule−solvent. ΔSlin0
and ΔSpor0 are the entropy changes per DBA associated with
desorption from the linear and porous phases, respectively, and
ΔSTCB0 is the entropy change per TCB for desorption from the
surface. The factor of 19/2 in eq 1 arises because there are 19
TCB molecules and 6 DBA molecules per pore in the porous
phase. Each DBA is shared between three adjacent pores, so the
number of TCB per DBA is 19/2. The parameter m is the ratio
of surface molecular densities of DBA in the porous and linear
phases. Equation 1 is based on the fact that at C0 the enthalpy
cost of converting a unit area of linear phase into a unit area of
porous phase is exactly offset in the free energy by the gain in
entropy. From eq 1, we see that C0 is temperature dependent. If
increasing the temperature also increases C0, we have a simple
explanation for the transition. If the DBA concentration is
above C0, the network adopts the linear phase, assuming it has
been allowed to reach equilibrium. As the temperature is raised,
the DBA concentration remains constant, but C0 increases. If
C0 surpasses the actual concentration, the system undergoes a
linear to porous transition.
From eq 1, a plot of ln(C0) against 1/T0 (T0 being the

transition temperature) should produce a straight line. We
obtain values for T0 and C0 from the DBA-OC16 sequential
temperature experiments at various concentrations (Figure 4a).
T0 is measured as the temperature at which the sigmoid fits
equal a fractional coverage of 0.5. Seven sets of T0 and C0 values
were obtained for concentrations between 2.30 × 10−5 and 5.75
× 10−4 mol/L. Figure 4b shows a plot of ln(C0) against 1/T0.
The gradient and intercept of a linear fit to these data were
obtained and multiplied by the Boltzmann constant (kB = 1.381
× 10−23 m2 kg s−2 K−1) to give eqs 2 and 3:
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Figure 4. Fractional coverage of the porous phase as a function of
temperature for different concentrations. (a) Plots of the fractional
coverage of porous phase as a function of temperature for DBA-OC16
in TCB at concentrations between 2.30 × 10−5 and 2.87 × 10−4 mol/
L. The dashed lines represent sigmoidal fits to the data. The transition
temperature (T0) is measured by taking the temperature at which the
sigmoidal fit equals a fractional coverage of 0.5. (b) Plot of ln(C0)
against 1/T0 for DBA concentrations between 2.30 × 10−5 and 5.75 ×
10−4 mol/L. Error bars were calculated using a relative error of 17% for
the concentration values and ±2 °C for the temperature values. The
dashed red line represents a linear fit to the data.

Journal of the American Chemical Society Article

dx.doi.org/10.1021/ja405585s | J. Am. Chem. Soc. 2013, 135, 12068−1207512072



Δ
−

Δ − Δ
−

−
Δ
−

= ± × − −

S
k

S S

m k
S

m k

( )

( 1)
19

2( 1)

(6.38 0.48) 10 J K

lin
0

B

por
0

lin
0

B

TCB
0

B
22 1

(3)

To test the validity of these experimental results, MM
simulations were performed to calculate ΔHlin

0 and ΔHpor
0 (see

the Supporting Information for details). Previous studies have
shown the importance of coadsorbed solvent molecules when
developing thermodynamic models for porous molecular
networks.31,38,51 High-resolution STM images of the porous
phase of DBA-OC16 (Figure 5a) show that each pore contains
19 coadsorbed TCB molecules in a hexagonal close packed

arrangement. One of the pores in Figure 5a contains a single
bright and poorly resolved feature. A tentative explanation for
this is that an excess DBA molecule from solution was partially
immobilized within the pore. Similar single bright features
within pores were observed in other images but were extremely
rare occurring in less than 0.1% of all observed pores.
Combined STM images of the linear and porous phases with

the underlying HOPG were used to build accurate starting
configurations for MM simulations that included coadsorbed
solvent molecules for the porous phase and desorbed alkoxy
chains for the linear phase (see the Supporting Information).
Optimized structures for the phases are displayed in Figure
5b,c. Analysis of MM simulations gave values for ΔHlin

0 and
ΔHpor

0 that were combined with a value for m = 2.42 obtained
in a previous study of DBA-OC1628 to give a value for the
gradient term of −1.78 × 10−18 J. This simulated value falls
outside the error bounds of the experimentally measured value
((−2.57 ± 0.16) × 10−19 J). This difference may result because
the MM simulations do not include the bulk solvent layer.
Enthalpy values obtained from MM simulations represent the
difference in enthalpy between molecules in vacuum and
molecules in the adsorbed network. However, in reality the
enthalpy values are the difference between molecules in
solution and molecules in the adsorbed network. Accounting
for solute−solvent and solvent−solvent interactions is a key
factor in reliably modeling enthalpy changes in real
experimental systems.
The restriction of molecular motion that accompanies self-

assembly results in the loss of translational, rotational,
conformational, and vibrational entropy. Translational and
rotational entropy was estimated using a method suggested by
Whitesides and co-workers.42 The conformational entropy was
estimated using a bond counting method also developed by
Whitesides et al.43 For a more detailed description of these
calculations, see the Supporting Information. The estimated
entropy changes were ΔSlin0 = 928.9 J mol−1 K−1; ΔSpor0 =
1094.9 J mol−1 K−1; and ΔSTCB0 = 232.8 J mol−1 K−1. These
values were combined to produce a theoretical estimate for the
entropy term in eq 3 of (−1.24 ± 0.16) × 10−21 J K−1. This
estimated value lies well outside of the error bounds of the
experimental value ((6.38 ± 0.48) × 10−22 J K−1) and has the
opposite sign.
The major contribution to the theoretical estimate is the

entropy lost by coadsorbing TCB molecules in the porous
phase, outweighing the entropy gained by desorption of DBA
from the linear phase. The experimental and theoretical
enthalpy values both suggest that the enthalpy change for the
linear to porous transition is positive. A transition with a
positive change in enthalpy can only be favored if the
corresponding change in entropy is also positive. This suggests
the experimental value for the entropy change is more accurate
and relevant than the theoretical estimate.
One explanation for the discrepancy between theory and

experiment is that some molecules do not lose all of their
entropy on adsorption. The estimated values assume a
complete restriction of molecular motion for any molecule or
segment of a molecule that is adsorbed on the surface. This
seems reasonable for DBA-OC16 molecules; they appear as
well-defined features in the STM images with individual methyl
groups clearly resolved (Figure 5a). However, in exactly the
same STM images, TCB molecules appear as diffuse features.
This lack of spatial resolution suggests the TCB molecules
remain mobile within the pores and retain some of their

Figure 5. Solvent coadsorption in the porous phase and molecular
mechanics (MM) simulations of the porous and linear phases. (a)
High-resolution STM image showing 19 TCB molecules coadsorbed
in a hexagonally close packed arrangement with each pore of the
porous DBA-OC16 network. Scale bar 2.4 nm, set point of 20 pA, and
tip bias +0.65 V. (b) MM optimized structure for the porous phase of
DBA-OC16 on HOPG with 19 coadsorbed TCB molecules per unit
cell. (c) MM optimized structure (top and side views) for the linear
phase of DBA-OC16 on HOPG. The MM simulations of the linear
phase include all of the alkoxy chains, adsorbed and desorbed.
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translational and rotational entropy. In addition, the theoretical
values of the rotational entropy for both DBA and TCB
molecules in solution will be overestimated by the methodology
used here (see the Supporting Information). These effects lead
to the value of ΔSTCB0 being overestimated by the theoretical
calculations.
Reducing ΔSTCB0 would move the theoretical estimate of eq 3

closer to the experimental value. Entropic effects have recently
been demonstrated in 2D supramolecular self-assembly; the
entropic cost of alkyl chain adsorption can lead to
destabilization of different network morphologies;52 the free
rotation of molecules can stabilize 2D molecular networks
through increased rotational entropy.53 A note of caution
should be made concerning the calculation of conformational
entropy.43 It has been shown that even small variations in the
torsional barriers experienced by individual bonds can cause
this method to produce erroneous results leading to an
overestimation of the loss in conformational entropy.54,55 More
accurate methods for determining the conformational entropy
based on molecular dynamics simulations are available.32,40,41,51

However, despite being computationally extremely intensive,
these methods provide little insight into the relationship
between molecular structure and entropy change upon
adsorption.

■ CONCLUSIONS
We have performed a detailed investigation of the influence of
temperature and concentration on the transition between two
structural phases of self-assembled networks of DBA molecules
at the liquid−solid interface. The results of these studies were
combined with a thermodynamic model of the transition in a
novel method to measure values for the enthalpy and entropy
change associated with the transition. These results represent
the first detailed STM investigation of how temperature and
concentration influence 2D self-assembly at a liquid−solid
interface and the first direct measurement of thermodynamic
values associated with such a self-assembly process. Compar-
ison between these experimental results and simulation/theory
demonstrated the importance of the solvent when building
thermodynamic models of self-assembly. MM simulations and
theoretical calculations limited to molecules in the monolayer
directly adsorbed on the surface lead to a reasonable
approximation of enthalpy and entropy values. In order to
produce more accurate modeled values for enthalpy and
entropy changes the solvation of molecules and the degree to
which molecular motion is restricted during self-assembly both
need to be quantified.
Structural transitions are both useful as a method for

producing highly ordered 2D supramolecular networks and
interesting from a theoretical standpoint as they provide a
window into the complex thermodynamic landscape of self-
assembly at liquid−solid interfaces. To develop accurate
modeling techniques for 2D molecular self-assembly at
liquid−solid interfaces, we need to experimentally test
simulated enthalpy and entropy values for numerous different
molecular systems. Detailed STM investigation of the temper-
ature and concentration dependence of structural transitions, as
demonstrated by this work, is a broadly applicable technique for
2D molecular self-assembly that allows exactly this type of
measurement to be obtained. Such experiments provide a way
to test the viability of different theoretical and simulation
methods and open the way for the development of more
accurate modeling techniques. In turn, these modeling methods

will have a profound impact on the application of 2D
supramolecular self-assembly in nanotechnology.
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■ NOTE ADDED AFTER ASAP PUBLICATION
The notation for the entropy change terms was corrected in the
text following eq 1 and the text following the discussion of
Figure 5; the correct version reposted on August 14, 2013.
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